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What is Artificial Intelligence?

A field of study that seeks to explain and emulate intelligent
behaviour in terms of computational processes.

Schalkoff, 1990

The study of how to make computers do things at which, at
the moment, people are better.

Rich and Knight, 1991



Dimensions of Al Definitions

Building intelligent Should the system

artefacts behave like a human
VS. Or
understanding human behave intelligently?
behaviour.

Does it matter how | built it
as long as it does the job well?



What Does Al Really Do?

AR System

Knowledge Representation Automated reasoning Planning Machine Learning

Google

Natural language
understanding

Machine vision Robotics Web Search



Alan Turing - Father of Al

MIND
A QUARTERLY REVIEW
OF

PSYCHOLOGY AND PHILOSOPHY

T

IL.-COMPUTING MACHINERY AND
' INTELLIGENCE

By A M. Torme

I propose to consider the question, ‘Can machines think?" ...

Turing, A.M. (1950), Computing machinery and intelligence, Mind, Vol.59, pp. 433-460



Turing Test

1. Judge (Human) communicates
with a human and a machine

over text-only channel.

2. Both human and machine try to

act like a human.

3. Judge tries to tell which is which.

Human

Judge

Al Machine (Chatbot)



Al Definition Revisited

* Focus on action (act rationally).

Systems that think | Systems that think * Avoids philosophical issues such as “is the
iIke humans rationally

system conscious.”

* Distinction may not be that important

. . . : .
Systems thatact | Systems that act acting rationally / like a human presumably requires

like humans rationally (some sort of) thinking rationally / like a human,

® humans much more rational in complex domains




L essons from Al Research

What's Easy? What's Hard?
Clearly-defined tasks Complex, messy,

that we think require ambiguous tasks that are
Intelligence and education natural for humans (in some
from humans tend to be cases other animals) are

doable for Al techniques much harder



Types of Al

» General-purpose Al like the robots of science fiction Is
iIncredibly hard.

 Human brain appears to have lots of special and general functions,
Integrated in some amazing way that we really do not understand at

all (yet)
« Special-purpose Al Is more doable (nontrivial?)

* E.g., chess/poker playing programs, logistics planning, automated
translation, voice recognition, web search, data mining, medical
diagnosis, keeping a car on the road
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What Humans are Better At?

Humans better at coming up with reasonably good
solutions in complex environments

Humans better at adapting/self-evaluation/creativity
(“My usual strategy for chess is getting me into trouble
against this person... Why? What else can | do?”")




Human

Evolved for survival

Sets own goals

Complex, general purpose system
Continually learns

Learns from all observed data
Learns only from own experiences

Can make any choice at any time

V/S

Al

Designed by engineers

Goals programmed explicitly (usually)
Specific, constrained system

Can turn off learning, or not use learning
Data access can be controlled

Can share data with other robots

Available actions can be restricted
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Some Al Applications

https://www.youtube.com/watch?v=8106EDOp1Sk
> AT [ AT A o

* Robotics

* Planning

* Navigation

» Search

* Optimisation

* Learning
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Example Al Applications

Search
« Solving a Rubik’s cube

« Constraint satisfaction/optimization problems

« Scheduling a given set of meetings (optimally)
« Game playing

» Playing chess
« Logic, knowledge representation

» Solving logic puzzles, proving theorems

« Planning
» Finding a schedule that will allow you to graduate (reasoning backwards from the goal)

* Probability, decision theory, reasoning under uncertainty
« Given some symptoms, what is the probability that a patient has a particular condition? How should we
treat the patient?
 Machine learning, reinforcement learning
» Recognizing handwritten digits
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The trolley problem

" Derpland
e Security



THE CIRCLE

Knowing is Good
Knowing Everything is Better



Fairness
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Source: https://doi.org/10.1016/j.inffus.2023.101805



my phone when i say i want to buy

something:

by DALL-E 3




Bias

Classification Accuracy.
The worst recognition was on
darker females, failing on over
1 in 3 women of colour.

A key factor in the accuracy
differences is the lack of
diversity in training images and
benchmark data sets.

(source: https://physicsworld.com/a/fighting-
algorithmic-bias-in-artificial-intelligence/)
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Darker
Male

94.0%

99.3%

88.0%

Darker
Female

79.2%

65.5%

65.3%

Largest
Gap

20.8%

33.8%

34.4%




XALI Strategies
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Assessment

Scoop-based

!

Data Explainability

Database

Tram Data

Test Data

(o

What data are used to fit the
model and why?

Exploratory Data Analysis
Dataset Standardization
{
{
L ]
Dataset Summarization
Feature Engincering

T K R

Comparative
Analysis

Model-specific [147]

Local [18]
—[: I— Model-based
Global [18]

Backpropagation-based [24]

Model-agnostic [ 148]

3-Channel Input

-

User-focused (tailored)
Explanation

Convolutional Layer

Model Explamablhty

Pooling

+ ReLU Layer

(Intrinsic [145] ) <&

Convolutional Layer

+ ReLLU

Convolutional Neural Network

Application-grounded Assessment

Human-grounded Assessment

Functionally-grounded Asscssment

Architectural Adjustments — Make necessary changes to the model architecture.

Humans

Real Humans

Real Humans

No Real Humans

Complexity-based

¢ Perturbation-based [ 149]

Pooling
Layer

Algorithm Explainability — What are the individual layers and the weights used for a prediction?

Activation Optimization Mcchanism — Look for a pattern of input that generates a max/min response.

Real Tasks

Simple Tasks '

Proxy Tasks

Source: https://doi.org/10.1016/}.inffus.2023.101805
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Methodology-based

!

P Post-hoc Explainability [ 146]
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What features are used for this

particular decision?
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Explanations using
attention maps

Post-model explanations

Test image Evidence for animal being a Siberian husky

Evidence for animal being a transverse flute




Holding Al developers accountable
requires an understanding of how
their Al systems work.

"2

The act of being open,
often via clear and
honest communication

Responsibility for one’s
actions and their consequences,
whether positive or negative

N

The necessary level of
transparency is informed by
the accountability objective.
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Human Vs Al

Rubik’s Cube is a search problem




Hffman Intelligence

Rubik's Cube World Record.4.73 Feliks Zemdegs -


https://www.youtube.com/watch?v=M5yjKpMXChI

FASTEST ROBOT TO SOLVE A
RU BIK S CUBE
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Fa t s Al 0.89 Seconds, Albert Beer, Germé -
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https://www.youtube.com/watch?v=by1yz7Toick

IT HIGHLY ENOUGH.” -BILL GATES
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Usefull
Applications of Al

Benefits of Al to
the Society
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The Protein Folding Problem:

A failure in protein folding causes several known diseases,
and scientists hypothesize that many more diseases may be
related to folding problems.
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https://[deepmind.g i S : ter-and-more-accurate-gIobal-weather-forecasting/




from Meta (2023)

Deep Leaning Models
Segment Anything
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Al for medicé
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AI Revolution in Brain Tumor Analysis: Harnessing cross-spectral multimodal inputs for advanced 3D
semantic segmentation.

Precision in Tumor Detection: Enhancing 3D segmentation accuracy with our innovative AI-driven
multimodal approach.

Futuristic Neuroimaging: Elevating 3D brain tumor detection accuracy with our cutting-edge AI model.

Redefining Medical Imaging: Cross-spectral multimodal inputs setting new standards in 3D brain
tumor semantic segmentation.

Clarity in Brain Health: Unveiling a new era in medical imaging for brain tumor segmentation with our
AI solution



Al for Automated Flood Tracking

Vandaele, Dance, and Ojha, (2021) Hydrology and Earth System Sciences

Evesham Lock, 2020-01-07 10:00:00

& Camera locations
+ River gauge locations

Water-level index (SOFI)

38



Smart City |
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Source: Phil et al (Newcastle)



Massive Al Model and Data Size

Parameters Count Training Data Size
$63 million
' -trril_lion 1PB-
petabyte c; I;-_l]-_- B3
1 B- 1TB-
hillion terabyte GPT-2

GPT-1 08

117 M 1 GB - GPT-1
1 M- 4 GB

2018 2020 2022 2024

2018 2020 2022 2024

Source: Francesco Casalegno, ChatGPT Unveiled: What's the ML Model Inside it, from GPT-1 to GPT-4



Al Arms Race DeepSeek-R1 Upsets Al Market
With Low Prices

£ <— usrank 1st Estimated price for processing one million input/output
tokens on different Al models
‘ <— CNrank 2nd $15
Input
$12 B Output
4R
i S rank 4th $9 .J
$6
IN rank 10th $3 l
: $0 . - —
Grok ChatGPT-o1 Gemini Nova Pro R1 Llama 3.1
3 Mini 1.5 Pro (text only) Nemotron
(text only) 70B Instruct
, (text only)
X' xA) @) OpenAl Google AMAZON Wy deepseeic <4 NVIDIA
A token is the smallest unit of Al model processing (~4 characters). 00 Meta

o1 is ChatGPT’s latest model. List includes most comparable model per company
* Uses Meta’s open-source Llama Al

Source: DocsBot

https://www.tortoisemedia.com/intelligence/global-ai



Altogether, data centers use more electricity than

most countries
Only 16 nations, including the US and China, consume more

Source: Bloomberg

350 TWh ALL DATA CENTERS

200
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258
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Elevating smaller models Alternate deployment Carbon-efficiency
strategies and
carbon-awareness

Sustainable Al



“It's going to be interesting to see how
soclety deals with artificial intelligence,
but it will definitely be cool.”

— Colin Angle
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